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A B S T R A C T   

This paper introduces a dynamic image recognition and measurement method for Reinforced Concrete (RC) 
Column with Fiber Reinforced Polymer (FRP) tubes axial compression experiments based on image segmenta
tion, which includes two image processing modes: clustering segmentation and semantic segmentation. The 
method uses image processing techniques to extract and segment the deformation of RC column with FRP tube in 
the axial compression experiment, enabling tracking and measurement of the axial deformation process. Both 
visual segmentation methods have undergone a series of processes including image preprocessing, image seg
mentation, deformation tracking measurement, system optimization, and deformation comparison and valida
tion analysis. In order to evaluate the performance of the proposed method, the measurements obtained from the 
proposed methods are compared with the one using the linear variable differential transformer (LVDT). An 
experiment has been conducted with 9 groups in RC column with FRP tube to assess the performance of the 
proposed methods. The comparison with the LVDT measurements shows that standard deviation of the average 
maximum offset measured by the K-means clustering algorithm is 1.65 mm, and the mean relative error of 
measurement is 1.03 %; while the standard deviation of the average maximum offset measured by the U-Net 
semantic segmentation algorithm is 0.95 mm, and the mean relative error of measurement is 0.44 %. The results 
suggest that the U-Net semantic segmentation algorithm perform slightly better than the K-means clustering 
algorithm in deformation tracking measurement. Even in circumstances where traditional LVDT measurements 
failure due to equipment malfunctions or exceeding the measurement limits, the visual displacement measure
ment methods are still capable for providing consistent and reliable displacement data. In cases of human oc
clusion issues within the video, correction can be implemented using outlier frame removal techniques. 
Moreover, the visual measurement techniques are capable of distinguishing the deformation directions, i.e. 
deformation towards east or vice versa. The proposed method has potential application value in practical en
gineering applications and can provide effective technical support for axial compression experiments and 
deformation monitoring of reinforced concrete structures.   

1. Introduction 

In the past decades, structural health monitoring has mainly relied 
on conventional sensor technologies such as linear variable differential 
transformer (LVDT). In the experiments of compressive and tensile 

testing of reinforced concrete (RC) column with FRP (Fiber Reinforced 
Polymer) tube specimens, the displacement of the columns provides 
valuable information about the failure modes of the specimens [1,2]. For 
this reason, the LVDT [3,4] is extensively employed to measure the 
deformation of concrete specimens, since the displacement information 
can provide valuable insights into the deformation mechanisms of RC 
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specimens [5–7]. While the LVDT is widely accepted as the conventional 
method for measuring displacement in concrete specimens, it has 
several limitations in measuring various deformation components. In 
practical experiments, the measurement of object deformation through 
LVDT requires the use of embedded device systems for signal acquisi
tion. However, the implementation of such systems introduces com
plexities in terms of installation and wiring. Choosing an incorrect 
measuring range or inadequate fixation of the LVDT can lead to 
distortion in the measured data [8]. Therefore, it is often challenging 
when dealing with varying sizes of RC column with FRP tube, as it is 
necessary to select the LVDT with measuring ranges that area appro
priate for the specific dimensions of the columns. Furthermore, it should 
be noted that the LVDT is limited in their ability to measure only mea
sure specific points, resulting in a scarcity and inadequacy of global 
measurements. Improper usage and fixation of the LVDT can also result 
in detachment issues. Due to these problems, there is a need to develop 
advanced methods for accurate and efficient deformation 
measurements. 

With the continuous advancement of computer science and image 
processing techniques, researchers are adopting digital image process
ing methods for acquiring more comprehensive structural information. 
Techniques such as Digital Image Correlation (DIC) [9,10], image-based 
3D reconstruction [11,12], and computer vision motion-related [13,14] 
methods have gained widespread use for their effectiveness. Example of 
applications include Lin’s use of micro DIC for specimen crack mea
surement [15], Zhou’s employment of SEM for sample movement 
misalignment movement measurement [16], Dong’s integration of 
Pressure-Sensitive Paint (PSP) with stereoscopic image correlation for 
wind tunnel deformation measurements [17], Zhu’s implementation of 
image feature enhancement for displacement measurements [18], and 
Fang’s application of LiDAR-based U-Net network for landslide defor
mation analysis [19]. 

Currently, image vision-based methods for time-series deformation 
measurement are increasingly becoming a mainstream technique in vi
sual analysis. The use of vision-based measurement techniques has 
provided greater potential in capturing full-field deformation informa
tion. These detailed measurements offer a more comprehensive under
standing of the deformation phenomena, which is crucial for testing, 
evaluation, and analysis of experimental outcome. For example, inverse 
analysis is a promising method in the field of material characterization, 
which heavily relies on full-field data, for example, global displacement 
provides high-fidelity experimental data, and when combined with the 
finite element method (FEM), it forms the DIC-FEM inversion method, 
which better explains the complex mechanical properties of materials 

[20]. However, in the experimental application of RC column with FRP 
tube currently lacks of integration techniques for image recognition, 
segmentation, and measurement. To address the challenge of identifying 
and measuring the external appearance of glass fibers without using DIC 
due to its processing limitations under complicated background, a 
possible approach is to utilize image segmentation methods. 

Segmentation-based measurement is an important branch within the 
field of visual measurement. Within this field, color-based clustering 
segmentation and semantic image segmentation are the two commonly 
employed image segmentation methods. Color-based clustering seg
mentation provides a starting point for effectively identifying and seg
menting objects such as glass fibers based on their unique color 
characteristics [21–23]. Semantic segmentation method, such as the U- 
Net [24], which commonly employed in medical image segmentation, 
can be adapted and trained for semantic segmentation-based measure
ment [25,26], expanding the application of these methods to this work. 

The K-means clustering algorithm, a color-based clustering seg
mentation method, has been widely applied in the optimization and 
iterative refinement of image segmentation [27,28]. The successful 
utilization of K-mean clustering algorithm has been demonstrated in 
various related applications, for example, the K-means algorithm can be 
used to achieve the identification of concrete aggregates in low-contrast 
scanning electron microscope (SEM) or microscope images [29]; Using 
K-means clustering segmentation technique to classify fruits and deter
mine their freshness is a common application method [30]. The algo
rithm has great potential to be used for applications in non-contact 
structural monitoring and structural condition assessment. However, 
research on the application of the K-means algorithm in measuring 
concrete structures is relatively limited, especially in the context of RC 
column with FRP tube. Based on the current research status, introducing 
the K-means algorithm and optimizing its color classification capability, 
as well as extending its recognition functionality for dynamic RC column 
with FRP tube, is expected to have a positive impact on the visual 
measurement of axial displacement and deformation in concrete struc
tural axial compression tests. 

Image semantic segmentation is an emerging image processing 
technique in image processing and represents a fundamental yet chal
lenging tasks in the field of computer vision [31]. Over recent years, 
significant progress has been made in this area, particularly in medical 
image analysis, where it has made substantial contributions to the field 
of biomedical imaging. Although its application within the structural 
domain remains somewhat limited, it has a great potential in non- 
contact structural monitoring and structural condition assessment due 
to its excellent segmentation capabilities. U-Net model, one of the 
popular models in image semantic segmentation, has garnered attention 
for its effectiveness in various applications [32]. A notable instance of its 
application is in deformation analysis, where Dai et al. have effectively 
used an enhanced U-Net model to extract time-series information on 
landslide deformation from remote sensing data [33]. These successful 
implementations highlight U-Net’s potential in measuring deformation 
in of RC columns. By employing the U-Net model, calibrated samples can 
be utilized to achieve dynamic segmentation, recognition, and mea
surement of RC column with FRP tubes. This approach facilitates non- 
contact visual dynamic tracking and measurement in structural 
testing, providing valuable insights into the behavior and performance 
of these structures. Based on the current research status, the integration 
of the U-Net model offers promising prospects for advancing non-contact 
image-based structural analysis and monitoring. 

The primary contributions of this work consists of four main areas. 
(1) The feasibility of using semantic segmentation (U-Net) and cluster 
segmentation (K-means, specifically for the extraction of visual defor
mation in engineering column applications, have been investigated. The 
two segmentation approaches are integrated with classic digital image 
processing techniques for extracting deformation. (2) In semantic seg
mentation, feature extraction has been optimized through the expansion 
of the sensory field. As for clustering segmentation, the elbow method 

Nomenclature 

RC Reinforced Concrete 
FRP Fiber Reinforced Polymer 
LVDT The Linear Variable Differential Transformer 
RLOWESS Robust Locally Weighted Regression 
DIC Digital Image Correlation 
FEM Finite Element Method 
PSP Pressure-Sensitive Paint 
LiDAR Light Detection and Ranging 
SEM Scanning Electron Microscope 
ROIs Region of Interests 
RGB Red, Green, Blue 
LAB CIE-LAB（Commission Internationale de l’Eclairage - 

LAB） 
XYZ CIE-XYZ（Commission Internationale de l’Eclairage - 

XYZ） 
FPS Frame Per Second  
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has been utilized for determining the optimal partition, and time series 
features have been introduced to improve the K-means method for 
improved target recognition. (3) The paper proposes an anomalous 
frame rejection technique for solving visual occlusion due to frame 
skipping problem and unintended personnel presence issue in camera 
captured videos. (4) Finally, the experimental environment of this study, 
being complex and ever-changing, has been instrumental in increasing 
the robustness of image processing systems. This not only aids in 
addressing specific problems but also contributes to advancing further 
research and applications in this domain. 

Significantly, there is a notable research gap in deformation mea
surement without background processing and surface texture enhance
ment, particularly in complex environments. The main objective of this 
study is to addresses this gap, providing significant advancements and 
insights. Building upon previous research, this paper incorporates image 
enhancement in pre-processing, achieving comprehensive object integ
rity in deformation monitoring and measurement via image segmenta
tion. This method has shown improved accuracy upon verification. 

2. Methodology 

A visual deformation tracking measurement method is proposed 
which aims to reduce the measurement cost and complexity of the 
wiring time for large reinforced concrete columns. This study in
vestigates the capability of two image segmentation methods [34] for 
continuous offset deformation tracking measurement of 2D images. A 
related image processing framework is developed by combining the 
characteristics of dynamic processing and offset deformation. The first 
image segmentation approach used in this study is a clustering-based 
color segmentation method for the recognition measurement of 
displacement deformation in RC column with FRP tubes [35]. It is used 
to verify the feasibility of the image segmentation visual measurement 
system for measurement under deformation. The second image seg
mentation approach involves using semantic segmentation to visually 
track and measure the offset deformation of RC column with FRP tubes 
in axial compression experiments, and to collect images of offset 
deformation. 

In order to provide a comprehensive overview of the image pro
cessing methods employed in capturing for full-field deformation of RC 

Fig. 1. (a) Measuring displacement using image segmentation; (b) Removal of abnormal framers in images; (c) Image color-based clustering segmentation and 
recognition; (d) Image semantic segmentation and recognition. 
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column with FRP tubes within complex dynamic environments, the 
complete processing workflow of the image recognition and measure
ment for the RC column with FRP tubes are shown in Fig. 1. The overall 
design of the visual system mainly consists of five components: image 
pre-processing, image segmentation and recognition, deformation 
tracking and measurement, system optimization window, and compar
ison and verification analysis of visual and displacement measurement 
results. The main process corresponding to these components can be 
summarized as follows:  

(1) Image and video data are collected using a regular industrial 
camera. Abnormal frames are detected and processed using 
image pre-processing methods;  

(2) Clustering image segmentation and semantic image segmentation 
principles are employed to optimize and enhance the recognition, 
tracking, and segmentation of the deformation in RC column with 
FRP tube before and after deformation occur;  

(3) Deformation tracking algorithms are applied to analyze the 
tracking, measurement, and deformation of RC column with FRP 
tubes; 

(4) Measurement results are optimized through a system optimiza
tion window to enhance measurement accuracy. The optimiza
tion focuses on rectifying abnormal frame results caused by issues 
such as video frame skipping, personnel obstruction, and 
displacement measurement failures;  

(5) The accuracy and stability of the visual system’s measurement 
results are evaluated by comparing and analyzing them with the 
results obtained from the LVDT. The comparative analysis can 
help in determining the applicable range and performance of the 
visual system, facilitating further optimization of the system 
design and implementation. 

2.1. Image processing algorithms 

This work presents the development of image processing algorithms 
using MATLAB programming language and the PyCharm integrated 
development environment. It enables automatic tracking [36], recog
nition [37], segmentation [38], and measurement of visual deformation 
in concrete columns with FRP tubes, and calculates related deformation 
quantities. 

Because the extensive time span and complex environmental con
ditions of the dynamic experiment of RC column with FRP tubes, con
ventional image processing algorithms alone are insufficient for 
conducting deformation analysis. Therefore, algorithm enhancement 
and image pre-processing techniques are needed to adapt the experi
mental samples. Throughout the processing stage, data images suitable 
for image segmentation and recognition are obtained by performing 
grayscale conversion, Gaussian filtering [39], and abnormal frame 
removal on the images. 

Grayscale conversion is the process of converting a color image to a 
grayscale image. In the grayscale conversion process, the RGB values of 
each pixel are converted into a single grayscale value, which represents 
the brightness of the pixel. The formula for the weighted average algo
rithm of the grayscale value is as follows [40]: 

Gray(x, y) = 0.299 × R(x, y)+ 0.587 × G(x, y)+ 0.114 × B(x, y) (1)  

Where R, G, and B represent the values of the red, green, and blue 
channels in a color image, and Gray represents the resulting grayscale 
value; x and y represent the coordinates of a pixel. 

During the experiment, Gaussian filtering is then applied to mitigate 
the presence of Gaussian noise in the images. This process helps in the 
extraction of window features from the images, facilitating the subse
quent removal of abnormal frames with greater ease. The function for 
Gaussian filtering is as follows [41]: 

G(x, y) =
1

2πδ2 exp(−
x2 + y2

2δ2 ) (2)  

Where x and y represent the horizontal and vertical coordinates of the 
pixel, σ represents the standard deviation of the Gaussian distribution, 
and G(x, y) represents the Gaussian value at the coordinate (x, y). In 
Gaussian filtering, a 3x3 convolution kernel is typically used for smaller 
smoothing operations, while a 7x7 convolution kernel is larger and leads 
to stronger smoothing effects. A 5x5 convolution kernel can better 
handle variations in lighting conditions while maintaining moderate 
smoothing, reducing the problem of anomalies and missing boundaries. 
The convolution kernel of the 5 × 5 Gaussian filter [42] used in this 
study is shown below [43]: 

Core =

⎡

⎢
⎢
⎢
⎢
⎣

0.0030 0.0133 0.0219 0.0133 0.0030
0.0133 0.0596 0.0983 0.0596 0.0133
0.0219 0.0983 0.1621 0.0983 0.0219
0.0133 0.0596 0.0983 0.0596 0.0133
0.0030 0.0133 0.0219 0.0133 0.0030

⎤

⎥
⎥
⎥
⎥
⎦

(3) 

Subsequently, the abnormal frame removal process is executed to 
minimize measurement errors in dynamic imaging. Initially, the image 
abnormal frame removal technique was developed to address the 
problem of frame skipping issues arising from camera movement during 
image and video capture in the experimental environment [44,45]. Later 
on, this technique was also employed in measurement processes to 
overcome obstructions caused by experimenters passing in front of the 
camera while correcting cylinders and sensors, which could lead to 
anomalies in the captured images [46,47]. Through image segmentation 
and frequency analysis, abnormal frames are identified and subse
quently eliminated using this technique. As a result, image quality [48] 
and measurement accuracy can be improved. In related studies anomaly 
removal and defocus increase in images are effective methods to resolve 
anomalous states. 

The image abnormal frame removal technique is mainly focuses on 
setting the measurement object window for filtered images. The window 
size is usually set to 100 × 100, although it can also be adjusted based on 
the image and target size. The average grayscale value is calculated 
within the window and frequency statistics are performed. Then, based 
on the statistical analysis of abnormal grayscale values, outliers are 
removed to improve both image quality and measurement accuracy. The 
function for calculating the average gray value within the window is as 
follows [49,50]: 

P =

∑Δx
1
∑Δy

1 Gray(x, y)
Δx × Δy

(4)  

Where P represents the gray window value of 100 × 100, Δx and Δy 
represent the pixel size of the window setting. 

Experiments were conducted to examine the characteristics of the 
abnormal frames. The analysis revealed that gray values of the abnormal 
frame mainly falling within the range above 200 and below 220, as 
shown in Fig. 2(a). Fig. 2(b) illustrates the time series statistics of the 
mean grayscale values within the window, which serve as a basis for 
identifying abnormal frames. The frequency distribution histogram and 
temporal Gaussian grayscale mean sequence of the repair results ob
tained through the utilization of abnormal frame repair methods are 
presented in Fig. 2(c) and Fig. 2(d), respectively. Fig. 3 illustrates the 
video abnormal frames removed by the time series of mean gray values 
within the window and the correlation of the image [51]. 

2.2. Image segmentation and recognition 

Two image segmentation methods are implemented to solve the 
segmentation and recognition problem of RC column with FRP tubes, 
namely image color-based clustering segmentation recognition and se
mantic segmentation recognition. 
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2.2.1. Image color-based clustering segmentation and recognition 
In the image clustering segmentation recognition, the process in

volves four steps [52,53]:  

(1) Conversion of the RGB color model of the image into the LAB 
color model;  

(2) Extraction of the B value matrix of the image, followed by the 
application of the elbow method to determine the optimal K value 
for clustering segmentation;  

(3) Utilization of the K-means algorithm for iterative classification of 
the A and B values in the LAB model;  

(4) Confirmation and recognition of the object detection using 
moving window. 

Compared to the XYZ model of RGB [54], the LAB model [55] is more 
favored in color clustering and segmentation tasks, mainly because of its 
better perceptual consistency, device independence, and accuracy of 
color difference calculation [55,56]. It better reflects human perception 
of color and provides a more stable and reliable representation of color; 
When performing color model conversion, the RGB image is converted 
to the XYZ color space to compensate for the shortcomings of the RGB 
model. Equation (5) is used for color space conversion, and the function 
is as follows [57]: 

⎡

⎣
X
Y
Z

⎤

⎦ = A

⎡

⎣
R
G
B

⎤

⎦ =

⎡

⎣
a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤

⎦

⎡

⎣
R
G
B

⎤

⎦ (5)  

where R, G, and B represent the channel matrices of the captured image, 
A represents the color channel coefficient matrix, and X, Y, and Z 
represent the spatial coordinates of the image. 

Once the B channel is obtained, the optimal value of K for clustering 
segmentation (i.e. the number of clusters) can be determined using the 
elbow method. The elbow method [58] utilizes the color features of the 
target object with a specific focus on the B value. The function for elbow 
method is as follows: 

SSE =
∑k

i=1

∑

p∈Ci
|p − mi|

2 (6)  

here, Ci represents the i-th cluster, p is all the sample points in that 
cluster, and mi is the centroid of the cluster (i.e., the mean of all the 
samples in the cluster). 

The result of determining the optimal K value using the elbow 
method is shown in Fig. 4. The graph, derived from 112 images uni
formly sampled from the video stream, shows the relationship between 
the K value and the average sum of squared errors. This relationship 
allows to determine the optimal number of clusters. According to the 
observation from graph, it is determined that the optimal K value is 3. 

Once the number of clusters is determined, the K-means clustering 
method is applied for classification. The typical steps involved in K- 

Fig. 2. Experiment 0412. (a) Frequency distribution histogram of the grayscale window for images with abnormal frames; (b) Time series of grayscale windows for 
images with abnormal frames; (c) Frequency distribution histogram of the grayscale window after removing images with abnormal frames; (d) Time series of 
grayscale windows after removing images with abnormal frames. 

Fig. 3. (a) Frame 982 video image; (b) Frame 14,544 video image; (c) Frame 29,447 video image; (d) Frame 35,538 video image; (e) Frame 46,426 video image; (f) 
Frame 63,649 video image. 
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means clustering are as following [59,60]:  

(1) Initialization: Each observation is considered as a separate 
cluster.  

(2) Distance calculation: The distance between each cluster is 
calculated, typically using Euclidean or Manhattan distance.  

(3) Cluster merging: The two closest clusters are merged into a new 
cluster, and the distance between the new cluster and other 
clusters is recalculated.  

(4) Repeat steps 2 and 3 until a certain convergence criterion is met. 
This criterion can be defined as the number of clusters no longer 
changing or the distance moved by the cluster centers being less 
than a predefined threshold. The final result is a set of clusters, 
each containing a set of similar observations. 

Although K-means clustering has proven effective for image seg
mentation, it falls short in recognizing target objects. To address this 

limitation, the approach is enhanced by utilizing Equation (4) to 
compute the gray window values on each classified image, specifically 
for cavity detection. The maximum calculated value is considered as the 
target recognition object. Subsequently, a reclassification sorting pro
cess is performed to select the matrix set of images containing the target 
objects, thereby completing the identification of target objects within 
image clustering. The segmentation [61] and recognition outcomes for 
RC column with FRP tube are shown in Fig. 5. 

2.2.2. Image semantic segmentation and recognition 
Semantic segmentation refers to the process of assigning each 

element in an image to a predefined semantic category, which is 
different from image clustering segmentation. U-Net, is a convolutional 
neural network-based image segmentation model proposed by Ronne
berger et al. in 2015. It has been widely used in medical image seg
mentation tasks, especially in tasks that require high accuracy for small 
structures, and has shown excellent performance [25]. 

The structure of U-Net consists of symmetric encoder and decoder 
components. The encoder part includes convolutional layers and max 
pooling layers, which are used to extract image features and gradually 
reduce the image size. The decoder part includes convolutional layers 
and up-sampling layers, which are used to gradually restore the 
shrunken feature maps to the original image size and perform pixel-level 
classification. In the decoder, each layer concatenates the feature map 
from the previous layer with the corresponding output from the encoder, 
in order to preserve more spatial information. The U-net network is 
composed of five effective feature layers with a training depth of 5. The 
size of the convolution kernel for the U-shaped structure is 3x3. Across 
these feature layers, both the number and value of the convolution 
kernels vary. Initially, the number of convolutional kernels is 64, which 
is gradually scaled up by a factor of 2 until it reaches 512 through 2x2 
maximum pooling as the depth increases [62]. 

In this study, a semantic segmentation method for RC column with 
FRP tube is designed and validated using the U-Net architecture [63]. 
The method consists of four steps: (1) uniformly selecting 112 data 
samples; (2) annotating images using the LABELME tool [64] and batch 
parsing the annotation information through scripts; (3) training the U- 
Net segmentation model using the parsed annotation information; and 
(4) using the trained model for semantic segmentation and prediction of 
the overall experimental data. 

Fig. 4. Elbow method plot of clustering deviation with different K values.  

Fig. 5. The clustering-based image segmentation and recognition results of experiment 0412. (a) Frame 1240 video image; (b) Frame 6090 video image; (c) Frame 
11,425 video image; (d) Frame 16,760 video image; (e) Frame 22,095 video image; (f) Frame 27,430 video image; (g) Frame 32,765 video image; (h) Frame 38,100 
video image; (i) Frame 43,435 video image; (j) Frame 48,770 video image; (k) Frame 54,105 video image. 
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In this study, a total of 54,180 frames (i.e. image samples for 
experiment 0412) were captured using an industrial camera, operating 
at an actual frame rate of 12.42 FPS. For the purpose of training, an 
average of 500 frames were selected for annotation and parsing for 
training. The annotation information was parsed into original images 
(a), bottom images (b), and annotated images (c) using scripts, as shown 
in Fig. 6. 

The segmentation recognition results achieved through the use of U- 
Net semantic segmentation method is shown in Fig. 7. 

2.3. Deformation tracking measurement 

The visual deformation tracking measurement in this work consists 
of five parts, which are:  

1) Non-key area scatter point cleaning, image grayscale and 
binarization;  

2) Image morphology processing [65], including erosion, dilation, and 
closing operations;  

3) Canny bilateral edge processing [66], boundary line extraction, and 
fourth-order polynomial least squares fitting;  

4) Robust locally weighted regression (RLOWESS) [67] and time 
filtering [68];  

5) Coordinate scale transformation. 

This method uses the results of segmented images, first to clean non- 
key area points (only in the case of image clustering segmentation) and 
operate within the recognition box of cluster segmentation as bound
aries. The function for grayscale conversion of the image is shown in 
equation (4), and the function for image binarization is as follows [69]: 

B(x, y) =
{

1ifG(x, y) ≥ T,
0otherwise. (7)  

where B(x, y) is the binary pixel value at coordinate (x, y), which takes 
on a value of either 0 or 1; G(x, y) is the grayscale pixel value at that 
coordinate; and T is the threshold value obtained using the OTSU 
algorithm. 

Once the binary images are generated, image morphology processing 
methods are employed [70]. Firstly, the erosion operation is applied to 
eliminate the noise on the edge of the RC column with FRP tube, reduce 
the size of the target, and remove the scattered spots within the erosion 
area to make the edge clearer. Then, the dilation operation is used to 
expand the shrunken area and fill in some of the target holes. Finally, the 
closed operation is performed for fine-tuning and filling closed regions. 
This further enhances the clarity of the target edges, thereby facilitating 
more effective edge detection [71]. 

In order to obtain the edge connection lines of the segmentation 
result, the Canny edge detection algorithm [72] is first applied to the 
image that has undergone morphological processing. Then, another 
Canny algorithm detection is applied to the processed result to obtain 
the points of the inner and outer edges. The boundary extraction through 

truncation is crucial for displacement measurement. With more 
boundary area points available, curve fitting can be performed more 
conveniently and accurately. Finally, a fourth-order polynomial [73] is 
used for least-squares fitting to extract the boundary. Depending on the 
deformation characteristics of the column, higher and lower order 
polynomial fits introduce overfitting and underfitting problems, and the 
fourth order is an equilibrium position for the deformation character
istics. This function is represented by equation (8): 

p = p1x4 + p2x3 + p3x2 + p4x+ p5 (8) 

Due to the large number of total frames (54180) and high frame rate 
(12.42 FPS) in the sample, it is challenging for the traditional method 
that reply on the LVDT to extract strain data. The traditional method 
cannot keep up with the processing speed required to handle such a 
large volume of data in a timely manner. To maintain the extraction of 
one deformation data per second (compared to the LVDT rate of one 
deformation data every three seconds), an enhanced frame is extracted 
from every three frames and, subsequently, temporal filtering is applied 
to obtain a single result value for every four enhanced frames [74]. The 
reason for using RLOWESS for the optimization process is because its 
local linear regression characteristics are more in line with the trend of 
the column deformation, and it has shown the best optimization per
formance after the comparison carried out by a number of optimization 
methods, such as moving, lowess, loess, sgolay, and rloess. 

Finally, a scale transformation method is applied to obtain the actual 
deformation and displacement. This method is based on the conversion 
relationship between the lateral average of the initial n (n = 10) frames 
segmentation results and the width of the RC column with FRP tubes, 
which is 210 mm [75]. By using this method, accurate measurement 
parameters can be obtained without camera calibration. The scale 
transformation function is shown in equation (9): 

S =
210 × n

∑n
i=1

∑m

j=1
(x2 − x1)

m

(9)  

where x represents the horizontal axis of the cylinder in the picture, x1 is 
the coordinate of the left border pixel, x2 is the coordinate of the right 
border pixel, m represents the number of pixels on the vertical axis of the 
cylinder, and n is the frame number of the picture. 

2.4. Optimization window for deformation visual measurement 

The main purpose of the extraction of the system optimization 
window is to mitigate the impact of abnormal video data captured 
during experiments. This issue arises due to the open nature of the 
experimental site, which may lead to visual measurement errors caused 
by non-relevant personnel entering the area. By implementing the sys
tem optimization window, such errors can be identified and rectified, 
leading to improved accuracy and reliability in the visual measure
ments. To tackle this issue [37], the system is optimized by using the 
image abnormal frame removal technique (Section 2.1), the statistical 
results are shown in Fig. 8. Through the histogram of the frequency 
distribution of the Gaussian gray mean value in Fig. 8 (a) and the time 
series of the window average gray value in Fig. 8 (b); Statistics show that 
a single abnormal frame removal technology cannot meet the instability 
and uncertainty problems of personnel occlusion. Therefore, based on 
the results of image visual segmentation [76], multiple times of 
removing abnormal frames are proposed to solve this problem. The 
histogram of the processing results is shown in Fig. 8 (c), and the time 
series diagram of the gray value is shown in Fig. 8 (d). The time series of 
silhouette frame rejection in Fig. 8 is based on the same principle as in 
Fig. 2. The main purpose of the iteration process is to address the 
problem of frames with insignificant differentiation. A close examina
tion of Fig. 8 (a) reveals that the abnormal frames are predominantly 
clustered around the value 0. Through the iterative process, this method 
refines the assessment of frame abnormality by progressively narrowing Fig. 6. (a) Original image; (b) Bottom image; (c) Annotate image.  
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Fig. 7. The semantic image segmentation and recognition results of experiment 0412. (a) Frame 1240 video image; (b) Frame 6090 video image; (c) Frame 11,425 
video image; (d) Frame 16,760 video image; (e) Frame 22,095 video image; (f) Frame 27,430 video image; (g) Frame 32,765 video image; (h) Frame 38,100 video 
image; (i) Frame 43,435 video image; (j) Frame 48,770 video image; (k) Frame 54,105 video image. 

Fig. 8. Experiment 0413. (a) Frequency distribution histogram of the grayscale window for images with personnel occlusion; (b) Time series of grayscale windows 
for images with personnel occlusion; (c) Frequency distribution histogram of grayscale windows for images with personnel occlusion after removing occlusion; (d) 
Time series of grayscale windows for images with personnel occlusion after removing occlusion. 

Fig. 9. (a) Frame 217 video image; (b) Frame 39,644 video image; (c) Frame 40,468 video image; (d) Frame 40,486 video image; (e) Frame 40,818 video image; (f) 
Frame 41,741 video image. 
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the analysis window. A total of 257 frames of video abnormal frames 
were eliminated through multiple iterations, an example is shown in 
Fig. 9. This optimization step enhances the accuracy and reliability of 
the system by eliminating visual measurement errors caused by irrele
vant personnel or other disturbances within the experimental area. 

2.5. Comparison and verification analysis of deformation measurement 
using visual and displacement measurement 

In a comparative and validation analysis of visual and the LVDT 
measurements of deformation, a method is utilized that involved 
extracting time-displacement curves from the global displacements. This 
approach enabled an assessment of the consistency and accuracy of the 
visual measurements by comparing them with the more traditional the 
LVDT measurements [77]. The visual measurements were taken at a 
frequency of one observation per second, while the traditional method 
used a frequency of one observation every three seconds with LVDT. By 
analyzing the time displacement curves, insights into the agreement 
between the two measurement methods were gained, and evaluated the 
overall performance of the visual system in capturing and quantifying 
deformations [78]. 

3. Experimental procedures and measurement results 

The experimental equipment, related plans, and experimental results 
of image segmentation measurement are discussed in this section. 

3.1. Experimental devices 

The experimental setup consists of three parts: (1) Axial compression 
machine operation equipment, RC Column with FRP tubes, and other 
related experimental equipment; (2) Traditional displacement sensor- 

based strain measurement system, including displacement sensors, 
data acquisition cables, data acquisition instruments, and a laptop; (3) 
Vision-based deformation measurement system, consisting of an indus
trial camera, a camera mount, two laptops, and a laser rangefinder. 

The software and hardware platform of the established visual seg
mentation and recognition measurement system has been applied in the 
axial compression experiment of RC Column with FRP tubes, aiming to 
measure the overall deformation and failure mode of the RC column 
with FRP tube during axial compression. The experimental setup shown 
in Fig. 10. Among them, the resolution of ordinary industrial cameras in 
Fig. 10 (d) is 1920 × 1080, and the frame rate is 30 FPS. 

3.2. Experimental design 

In the experiments of compressive and tensile testing of RC column 
with FRP tube specimens (the term FRP experiment is used from here 
on), a constant axial load N is applied to the specimens, and the hori
zontal displacement is measured using a displacement transducer (item 
(c) in Fig. 10), employing a contact-based measurement method. The 
specifications of the LVDT are in accordance with the relevant standard. 
The experiments are conducted on a compression testing machine, 
where the load is gradually increased to 2800 KN and then gradually 
unloaded over time. 

The experimental design in this work centers around the utilization 
of the visual deformation measurement system for accurate deformation 
and displacement measurements. The visual segmentation recognition 
measurement system consists of several components: (1) an ordinary 
industrial camera (resolution 1920 × 1080) and a ZED camera (reso
lution 1920 × 1080), supported by a tripod with built-in level; (2) two 
laptops (HP ENVY15 X13 i5 and Mate-Book D 2018 i7), are utilized for 
data acquisition; (3) a laser rangefinder is employed for distance 
measurement. 

Fig. 10. Structural Design of Experimental Devices; Item (a): Axial compression machine; Item (b): RC column with FRP tube with dimensions of 1200 × 210 × 210 
± 5 mm, 1600 × 210 × 210 ± 5 mm, and 2000 × 210 × 210 ± 5 mm; Item (c): The LVDT sensors and their brackets; Item (d): ZED 2i camera with resolutions of 
1920 × 1080 (in the middle) and ordinary industrial cameras with resolutions of 1920 × 1080 (at the two sides); Item (e): Sensor data acquisition instrument; Item 
(f): Control room for the compression machine; Item (g): Notebook for sensor data acquisition; Item (h): Tripod for camera fixation; Item (i): data acquisition 
notebooks HP ENVY15 X13 i5 (on the left), and Mate-Book D 2018 i7 (on the right); Item (j): Experimental record sheet. 
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The main purpose of this experiment conducted here is to evaluate 
the capability of the visual deformation measurement system in accu
rately quantifying deformations and displacements with in the RC col
umn with FRP tube experiment. The FRP experiments are conducted 
nine times, using specimens of different sizes, to assess the performance 
of the proposed visual deformation measurement system. Table 1 illus
trates the measurement setup information, specifically related to the 
visual shooting distance and shooting height, which vary in relation to 
the height of the concrete column. 

3.3. Experimental results and analysis 

3.3.1. Displacement and deformation measurement 
The displacement measurements (without applying RLOWESS) 

derived along the edge of the RC column with FRP tubes are shown in 
Fig. 11. It is worth to note that the negative displacement value indicates 
the deformation moving towards west, and vice versa. Fig. 11(a) shows 
the measurement result obtained by image color-based clustering seg
mentation (K-means) where Fig. 11(b) shows the measurement result 
derived by image semantic segmentation (U-Net). The deformation in
formation is derived based on the 2D statistical analysis of deformation 
data, as described in steps 1–3 of Section 2.3. The core information 
conveyed in Fig. 11 includes three aspects: Time (in seconds), Pixel 
(point), and Displacement (mm). The axes in the figure are structured 
with time and point, where the time is plotted on the x-axis and point on 
the y-axis. The displacements, with their directions, are indicated by the 
colors within the figure. Specifically, the y-axis represents the variation 
in displacement of a pixel over time, whereas the x-axis shows the 
displacement changes of pixels at a specific time. 

As can be seen in Fig. 11, some abnormal fluctuating values have 
been observed, which are likely the caused by the undetected abnormal 
frames. To address the issue of abrupt displacement changes, the 
RLOWESS method has been applied to optimize the measurement. A 
great improvement in the measurement stability has been observed after 
applying the RLOWESS method, which can be seen in Fig. 12. 

For example, in Fig. 11, the red solid line (LVDT), the black dotted 
line (200th point), and the red dotted line (800th point) are compared 
before and after partial optimization. Its stability has been greatly 
improved, as shown in Fig. 12. 

The optimized displacement measurements (after applying RLOW
ESS) derived along the edge of the RC column with FRP tubes are shown 
in Fig. 13. It can be seen that issue of the abnormal fluctuating values 
have been addressed. In generally, improvement in measurement sta
bility has been observed in both cameras (industrial camera and ZED 
camera) for almost all 9 experiments after applying RLOWESS (see 
Appendix S1 for the experimental results from the rest of the groups and 
cameras). 

The LVDT point represents a unified point between the visual mea
surement point and the sensor LVDT measurement point. Verification 
and analyzes the results of two visual deformation measurement 
methods using the red solid line in Fig. 13 by comparing them with the 
LVDT. Fig. 14 shows the comparison of the results of experiment 0412 

for the two vision methods and the LVDT. 
Based on the results obtained, it can be inferred that the visual 

deformation measurement methods show great potential to supplement 
the conventional deformation measurement techniques, which rely on 
the LVDT. Moreover, the visual measurement methods demonstrate 
their effectiveness even in cases when the physical measurement tech
nique (LVDT) encounters failure. In such case, the visual measurement 
methods can still provide accurate single-point deformation measure
ment and visual-based global displacement measurement solutions. 

3.3.2. Multiple experimental validation 
The deformation tracking experiments on nine groups of RC column 

with FRP tube, using image clustering color segmentation and image 
semantic segmentation methods, are validated. In the experiments 
conducted, a comparison was made between the LVDT measurement 
method and the two image segmentation techniques (Table 2). The ex
periments from the three different target height group, namely the 0410, 
0412 and 0414, are selected for further analysis. Detailed results from 
the other six experiments can be found in Appendix S1. 

For the case of experiment 0412, the maximum deviation observed 
for the K-means image segmentation is 2.36 mm, while the maximum 
deviation of the image semantic segmentation recognition is 1.45 mm. 
These deviations were observed in the context of a maximum defor
mation value of 100 mm. Furthermore, the maximum standard devia
tion of average deformation offset for the K-means image segmentation 
measurement method is 0.66 mm, and for the image semantic seg
mentation recognition measurement method is 0.34 mm. These standard 
deviations indicate the level of variability in the measurement results. 
The average relative measurement error for the K-means image seg
mentation measurement method is found to be 1.1 %, and for the image 
semantic segmentation recognition measurement method is 0.4 %. Due 
to the incompleteness of the LVDT measurements, the two visual 
methods were cross-validation for a more comprehensive comparison. 
The standard deviation of difference observed is 0.78 mm and the 
maximum deviation is 2.55 mm. This relative measurement error pro
vides insights into the accuracy of the measurement methods compared 
to the ground truth provided by the LVDT method. 

Based on the aforementioned visual deformation measurement 
method, the overall deformations of the RC column with FRP tube for 
the case of experiments 0410 (with a height of 1200 mm) and 0414 
(with a height of 2000 mm) are shown in Fig. 15. The deformations 
exhibit eastward displacement, indicating positive values in the 
displacement direction. The comparisons with LVDT are shown in 
Fig. 16. 

In the cases of experiments 0410 and 0414, the LVDT measurement 
components encountered varying degrees of failure. In the experiment 
0410, the LVDT failure was relatively minor, with measurement range 
reaching its limit and ceasing to continue measurement only between 
data points 4821 and 5145. However, in the experiment 0414, the LVDT 
failure was more severe. The LVDT became jammed during the mea
surement process, resulting in the inability to obtain valid measure
ments between measurement points 2386 and 4558. 

In the experiment 0410, comparing the data of the two visual 
deformation measurement methods with the LVDT in the effective time 
interval (1: 4821), it was found that the maximum deviations were 2.98 
mm and 4.01 mm, with relative standard deviations of 1.55 mm and 
1.39 mm, respectively. The cross-validation of the two visual methods 
shows a standard deviation difference of 2.62 mm and a maximum de
viation of 6.23 mm. 

For experiment 0414, the comparison with the LVDT within the 
effective time interval (1:2386) shows maximum deviations of 1.25 mm 
and 1.34 mm, with relative standard deviations of 0.54 mm and 0.49 
mm, for the two methods, respectively. In the cross-validation of the two 
visual methods, a standard deviation of 0.73 mm and a maximum de
viation of 3.04 mm are observed. 

The experimental findings, particularly highlighted in Experiment 

Table 1 
The overview of the specifications (i.e. The Size, Distance, and Height Distri
bution of RC column with FRP tubes) for the 9 experiments conducted.  

Number Size（mm） Distance (mm) Height (mm) 

0406 1200 × 210 × 210 1997 1155 
0407 1200 × 210 × 210 2002 1148 
0408 1200 × 210 × 210 2002 1146 
0409 1200 × 210 × 210 2000 1148 
0410 1200 × 210 × 210 2003 1149 
0411 1200 × 210 × 210 2002 1138 
0412 1600 × 210 × 210 2500 1327 
0413 2000 × 210 × 210 3219 1548 
0414 2000 × 210 × 210 3290 1430  
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0412, reveal distinct observations across various deformation stages. 
During the initial small deformation stage (0 s-1100 s), where the 
deformation and displacement of the columns are within 1 mm, the 
measurements obtained from both visual methods and the Linear Vari
able Differential Transformer (LVDT) are largely consistent. However, in 
the medium deformation stage (1100 s-3000 s), when the deformation 
exceeds 1 mm and reaches the inflection point, a notable discrepancy 
emerges. The results from the K-means method exhibit greater devia
tion, whereas the U-Net method maintains more stability. This disparity 
could be attributed to the influence of background and lighting condi
tions in moderate deformations, potentially leading to compounding 
effects. As the experiment progresses beyond the inflection point (time 
above 3000 s), a substantial large deformation is observed. In this stage, 
the relative standard deviation of the K-means method slightly out
performs that of the U-Net method. Both visual methods effectively 
capture the evident changes in the column during this large deformation 

stage. Analyzing these deformation stages in detail is crucial for a 
comprehensive understanding of the applicability and limitations of the 
two visual methods and LVDT measurements under varying deformation 
conditions. 

Based on the observation results from the three sets of experiments 
(0410, 0412, and 0414), a positive correlation between the height of the 
RC column with FRP tube and the deformation variables has been 
observed. Table 2 presents the comparison results of visual measure
ments and LVDT measurements in terms of relative maximum deviation, 
standard deviation, and relative error of the deformation within the RC 
column with FRP tube, expanding across 9 sets of experiments. In 
addition, the comparison between the measurements from the two vi
sual methods across these nine experiments shows an average standard 
deviation of 1.54 mm and an average maximum deviation of 4.28 mm. 

Based on the results above, the following summaries can be drawn: 

Fig. 11. Deformation measurement results (without RLOWESS) for Experiment 0412 derived from (a) K-means method; (b) U-Net method. The red solid line 
represents the position at the 500th (LVDT) point of the measurement, the black and red dashed lines represent the 200th and 800th point of the measurement, 
respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 12. The K-means derived displacement curve at the (a) 200th point (black dotted line from Fig. 11); (b) at LVDT measurement point (solid red line from Fig. 11); 
(c) 800th point (red dotted line from Fig. 11). The U-Net derived displacement curve at the (d) 200th point (black dotted line from Fig. 11); (e) at LVDT measurement 
point (solid red line from Fig. 11); (f) 800th point (red dotted line from Fig. 11). (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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1. The visual deformation measurement method can serve as a robust 
supplement to the traditional LVDT measurement, which demon
strates the potential for providing a more comprehensive deforma
tion measurement for analysis. Moreover, the visual measurement 

techniques are capable of distinguishing the deformation directions, 
i.e. deformation towards east or vice versa.  

2. Even in circumstances where traditional LVDT measurements failure 
due to equipment malfunctions or exceeding their measurement 
limits, the visual displacement measurement methods are still 
capable for providing consistent and reliable displacement data.  

3. Based on the validation analysis of nine experiments on RC column 
with FRP tube, the K-means method had an average relative error of 
1.03 %, while the U-Net method had an average relative error of 
0.44 %. In terms of the average maximum standard deviation, the K- 
means method was 1.65 mm, while the U-Net method was 0.95 mm. 
As for the average maximum deviation, the K-means method was 
4.61 mm, while the U-Net method was 3.24 mm. Thus, overall, the U- 
Net method performed slightly better in the deformation tracking 
measurements of RC columns with FRP tube axis compression tests.  

4. In cases of human occlusion issues within the video, correction can 
be implemented using outlier frame removal techniques. However, it 
should be noted that the measurement accuracy maybe impacted. 
Despite these challenges, it is feasible to achieve the recognition of 
RC column with FRP tube using visual methods. 

Fig. 13. (a) Deformation measurement results (after RLOWESS) for Experiment 0412 derived from (a) K-means method; (b) U-Net.  

Fig. 14. Comparison between measurements derived from K-means, U-Net and 
LVDT for Experiment 0412. 

Table 2 
Relative deviations between visual deformation measurement and displacement deformation measurement for the 9 experiments conducted.  

Number and 
Method 

Maximum LVDT 
Measurement (mm) 

Visual Relative 
Measurement (mm) 

Maximum Visual 
Measurement (mm) 

Standard 
Deviation 
(mm) 

Relative Maximum 
Offset (mm) 

Relative Error 
(%) 

0406 K-means  75.50  75.58  75.58  1.03  1.79  0.41 
0406 U-Net  75.50  71.87  71.87  0.36  1.28  0.34 
0407 K-means  87.35  86.14  86.14  1.94  3.21  0.59 
0407 U-Net  87.35  88.49  88.49  0.70  2.10  0.37 
0408 K-means  96.59  107.31  107.31  2.11  10.74  0.27 
0408 U-Net  96.59  100.77  100.77  1.09  4.23  0.25 
0409 K-means  70.87  67.31  67.31  1.77  3.96  1.88 
0409 U-Net  70.87  69.28  69.28  1.42  3.64  1.13 
0410 K-means  91.07  90.09  90.09  0.53  1.24  7.6e-02 
0410 U-Net  91.07  87.82  87.82  0.49  1.34  2.6e-03 
0411 K-means  97.81  99.71  99.71  3.10  8.59  3.18 
0411 U-Net  97.81  99.13  99.13  1.02  5.21  0.29 
0412 K-means  66.07  67.37  99.17  0.66  2.36  1.11 
0412 U-Net  66.07  67.62  97.05  0.34  1.45  0.41 
0413 K-means  67.02  62.92  93.30  2.23  6.66  1.57 
0413 U-Net  67.02  64.50  91.02  1.78  5.97  0.97 
0414 K-means  130.23  129.45  138.17  1.55  2.98  0.25 
0414 U-Net  130.23  129.21  135.10  1.39  4.01  0.27  
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4. Discussion 

4.1. The potentials of visual segmentation measurement method for RC 
column 

In this paper, a non-contact measurement method based on visual 
segmentation is introduced to measure the deformation and displace
ment of the RC column with FRP tubes embedded in the concrete col
umns. This method offers accuracy comparable with the traditional 
LVDT measurements. The results demonstrate a relatively consistent and 
stable behavior during the visual measurement stage and process, with 
little visual measurement errors observed in the displacement 

measurement stage. These errors can be attributed to factors such as 
changes in environmental lighting, image noise, the presence of un
known personnel in the scene, and vibrations of RC column with FRP 
tube due to the prolonged duration of the experiment. To reduce the 
impact of these factors on measurement errors, it is recommended to 
incorporate the displacement sensors alongside the visual measurement 
method. This complementary approach, combining the visual mea
surement method with the traditional method, can further enhances the 
accuracy of the algorithm and effectively filters out noise in the mea
surements. By integrating both techniques, a more robust and reliable 
measurement system can be achieved, minimizing the potential for er
rors and improving the overall accuracy of the deformation and 

Fig. 15. Deformation measurement results (after RLOWESS optimization) for Experiment 0410 derived from (a) K-means and (b) U-Net. Deformation measurement 
results (after RLOWESS optimization) for Experiment 0414 derived from (c) K-means; (d) U-Net. 

Fig. 16. Comparison between measurements derived from K-means, U-Net and LVDT for (a) Experiment 0410 and (b) Experiment 0414.  
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displacement measurements. 
This visual measurement system described in this study not only 

enables measurement of deformation and displacement, but also in
cludes target localization and recognition, allowing for measurement of 
global deformation of the experimental target. By leveraging visual 
recognition and localization techniques, the system can accurately 
capture the position and shape information of the experimental target, 
enabling precise measurement of its global deformation. This compre
hensive measurement approach provides more comprehensive data that 
enhances the analysis and interpretation of experimental results. 
Furthermore, it holds great significance for studying the mechanical 
properties and structural behavior of materials, enabling deeper insights 
into their characteristics and performance. Taking the relationship be
tween column height and deformation size as an example, an exami
nation of the correlation between the height of the RC column with FRP 
tube and the deformation variables can be investigated, based on the 
observation results from the three sets of experiments (0410, 0412, and 
0414). Given the incomplete datasets from the LVDT measurements, 
validation was executed using the maximum deformation values ob
tained from the visual measurements mentioned above. The relationship 
between the tube’s height and the deformation can be described by a 
second-order polynomial fit, demonstrating a trend of positive 
correlation. 

The advantages of visual measurement for specimen deformation are 
mainly reflected in the following aspects. Firstly, visual measurement 
employs a non-contact measurement method to measure specimen 
deformation within the visual range. Moreover, it exhibits good target 
recognition capability, particularly for the RC column with FRP tube. 
Secondly, in terms of global deformation analysis, visual measurement 
can offer a comprehensive solution that surpasses the capability of 
traditional displacement sensors. The comparison between the visual 
measurement and the LVDT measurement reveals that the maximum 
relative error of the K-means method in visual measurement is only 3.18 
%, the U-Net method is 1.13 %, with an overall relative error that re
mains within an acceptable accuracy range. The comparison results 
suggest that the visual measurement can provide more accurate global 
deformation parameters, surpassing the contact-based displacement 
sensors in terms of global deformation measurement. Finally, the visual 
measurement system, consisting of ordinary industrial cameras and self- 
developed software, offers cost-effectiveness, ease of replication, and 
eliminates the need for additional LVDT. This not only reduces the 
complexity associated with installing LVDT sensors, but also helps to 
reduce overall experimental costs. 

In the context of comparing previous research on image processing 
with DIC, which is widely used for displacement measurements through 
point-to-point analysis in many studies, the current research highlights a 
critical requirement: the need to scatter the deformed target. DIC often 
faces challenges in tracking deformation, especially in unprocessed en
vironments where the texture of the target image is absent. In contrast, 
this study leverages a range of iterative optimization methods to 
segment and identify columns in complex settings, establishing a solid 
baseline. This approach significantly reduces the probability of tracking 
errors during deformation monitoring. Unlike the point-to-point mea
surement methods, this method demonstrates reduced tracking errors in 
environments without background processing, thereby enhancing ac
curacy. In such complex scenarios, the model presented in this study 
shows superior applicability. 

4.2. Possible limitations 

4.2.1. Camera pose 
It is worth noting that the camera’s position and orientation do have 

significant impact on the accuracy of the visual measurements. Optimal 
accuracy is achieved when the camera is positioned directly in front of 
the experimental specimen. When the camera’s attitude and Line-of- 
Sight (LoS) deviates, it is necessary to consider the spatial coordinate 

system of the camera. This system is assumed with x as the horizontal 
axis coordinate, y as the vertical axis coordinate, z as the distance co
ordinate, and o as the origin coordinate (i.e. the initial camera coordi
nate), to maintain a shot of the global specimen throughout the entire 
process. 

Assuming that the LVDT is in the negative coordinate system of the x- 
axis (left side of the image), the sample sensor data is gradually acquired 
as the camera pose is moved in the negative direction of the x-axis. In 
this scenario, image segmentation may broaden its range due to the 
feature similarity between the side and front columns. But since the 
deformation measurements are relatively variable and the deformation 
can be inferred from the boundary points. Conversely, when the camera 
shift positively along the x-axis, the change in the column boundary’s 
relative position is observed, with minimal error impact in this case. 
Movement along the y-axis results in simple vertical shifts of measure
ment points, the error of this change is also insignificant. However, 
increasing the distance along the z-axis leads to a progressive increase in 
error. The measurement sensitivity is expected to decrease due to the 
pixel representation of the measurement point’s distance enlarging with 
increased measurement distance. Furthermore, moving the camera 
along the x-axis, y-axis and z-axis introduces errors due to the changing 
representation in pixels. Though it can be mitigated through calibration 
and optimized by reprojection errors. 

Additionally, during the axial compression test, the column mainly 
deflects in a two-dimensional direction, according to the characteristics 
of axial compression. Consequently, when the camera LoS is a non- 
perpendicular to the objection’s movement direction, parallax errors 
may arise. The narrower the angle between the camera line and the 
sample surface, akin to the non-linear form of pulling the camera away 
from the shooting distance, the larger the expected error. 

4.2.2. Shape of the specimen 
In this experiment, although the tested specimen has a square cross- 

section, the method can also be applicable to columns with circular 
cross-sections. During an axial compression test, a column with a cir
cular cross-section is likely to experience bending deformation, akin to 
that observed in square cross-section columns. Thus, the proposed 
method remains effective in such cases. The digital image processing 
technique used in this study captures edge information as curves 
following deformation, which are then refined through polynomial 
fitting. For circular cross-section columns, the primary view still appears 
rectangular. Displacement of the side edges alters the rectangle’s shape, 
allowing for the extraction of corresponding deformation based on this 
alteration. In the case where the column is deflected in an unknown a- 
priori direction, one possible way to utilize the proposed approach is to 
place an additional camera perpendicular to the primary camera. This 
arrangement allows for the simultaneous capture of both frontal and 
lateral views of the specimen, providing a comprehensive analysis of the 
specimen’s displacement in multiple dimensions. A multi-view (360- 
degree) monitoring approach could further enhance the detection ca
pabilities for unpredictable deformation patterns if the monitoring site 
permits for the placement of multiple cameras. Moreover, employing 
binocular vision for accurate depth perception, although not included in 
this study, could be an alternative method for mapping deformations in 
the Z-direction of columns. The authors acknowledge the importance of 
these considerations and intend to explore these advanced techniques in 
future work to overcome the current limitations. 

4.2.3. Sample size of training 
This data for this study was semantically segmented using a database 

created from actual samples, resulting in 1006 data samples and their 
corresponding labels for training the semantic segmentation model. 
However, this approach presents certain limitations. Currently, accurate 
recognition and segmentation are only achievable for RC columns with 
FRP tubes. To overcome this limitation, it is necessary to gradually 
include more data samples featuring diverse characteristics. In the 
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context of deep learning methods tailored for specific research objects, 
datasets are labeled for model evaluation and consideration. During the 
training process, these labeled datasets undergo preprocessing, such as 
rotation, flipping, and scaling the training images. These modification 
aim to increase the diversity of the dataset and the generalization ability 
of the model. Such approach is employed due to the lack of relevant 
large-scale datasets on this particular scenario. Looking forward, the 
goal is to establish a multi-sample public data platform, enabling more 
comprehensive research in this area. 

4.2.4. Illumination 
The potential impact of lighting variations on computer vision sys

tems, especially in indoor settings, is a critical factor to consider. 
Changes in illumination can alter the image’s contrast, brightness, and 
color, potentially affecting the performance of vision algorithms. In the 
actual experiments, a comparative analysis with the experimental re
sults indicated that the influence of illumination changes was relatively 
minimal. Nonetheless, in future research, it is worth to place greater 
emphasis on the stability of the optical setup, recognizing it as a 
promising area of study. The goal is to enhance system stability under 
diverse lighting conditions through more precise optical adjustments, 
and continuously improve the robustness of the algorithm in real-world 
applications. Pursuing in-depth research in this direction is anticipated 
to significantly advance the performance of computer vision systems in 
environments with complex lighting conditions. 

4.2.5. Memory space 
The collection of video data may occupy a large amount of memory 

space, so in future measurements, low frame rate data collection 
methods can be considered to address this issue. 

In summary, for accurate deformation measurement of a column, the 
camera should ideally have a direct, perpendicular LoS to the movement 
direction, adequate resolution, proper distance, and good lighting 
conditions. 

4.3. Future prospects: expanding image processing applications in 
engineering 

With the continuous evolution of computer vision and deep learning 
techniques, a more significant role is expected to be played by image 
processing in structural health monitoring. The optimization of the 
image segmentation-based deformation measurement method, aimed at 
enhancing its robustness and adaptability to a variety of structural 
morphologies, is anticipated. Furthermore, an extension of these 
research results to other engineering branches, such as bridge and 
building engineering, is planned, to broaden the application spectrum of 
image processing techniques in diverse engineering fields. 

Specifically, in bridge engineering, the refined deformation mea
surement method could be utilized for routine inspections and the 
detection of structural damage. In the construction sector, the applica
tion of this enhanced technique is expected to expedite the identification 
of structural defects and damages. 

Therefore, the implication of this work is not confined to monitoring 
deformation in RC columns alone; it encompasses a wide range of po
tential applications in several engineering fields. The focus of future 
work will be on the enhancement of the current methodology and the 
exploration of these diverse applications, to fully realize the potential of 
image processing in engineering. 

5. Conclusions 

This paper presents a novel method for dynamic image segmenta
tion, recognition, and deformation measurement, designed specifically 
for axial compression experiments of the RC column with FRP tube. The 
image data, sourced from an in-house developed visual measurement 
system, serves the purpose of analyzing the deformation process of the 

RC column with FRP tube under axial compression. The method includes 
the entire process of image-based clustering segmentation and semantic 
segmentation recognition measurement, which involves the develop
ment of two distinct visual measurement methods procedures, each 
accompanied by calculation programs and enhancement of relevant 
algorithms. In addition, an improved full-field edge displacement fitting 
method is proposed for real-time identification and tracking of 
displacement targets, enabling displacement tracking measurement in 
complex dynamic environments. Through this algorithm, visual defor
mation and full-field displacement measurement are achieved. The 
proposed method successfully captures and visualizes the dynamic 
deformation process of the RC column with FRP tube, signifying its ef
ficacy and potential utility in future applications. 

In this research, the image segmentation and measurement system 
analyzed over 50,000 frames of images per experimental group, 
encompassing a total of nine groups, focusing on varies size of the RC 
column with FRP tube. The system generated an enhance image in every 
three frames, while gathering one displacement measurement sample 
per second, each experimental set needs to collect more than 4000 
samples. Comparative analysis with displacement sensor data revealed 
that the average maximum standard deviation for the K-means method 
was 3.10 mm, maintaining overall relative errors within an acceptable 
accuracy range. The findings suggest that the clustering image 
segmentation-based visual measurement system can meet the dynamic 
measurement requirements of the RC column with FRP tube. The con
sistency between the measurement results from the clustering visual 
measurement system and the displacement sensor verifies the effec
tiveness of the clustering visual measurement system algorithm. 

Similarly, semantic segmentation generates an enhanced image 
every three frames, while gathering one displacement measurement 
sample per second, each experimental set needs to collect more than 
4000 samples. When compared to the displacement meter data, the 
average maximum standard deviation of the U-Net method is 1.78 mm, 
with the overall relative error maintained within an acceptable accuracy 
range. The results demonstrate that the visual measurement system, 
based on semantic image segmentation and its corresponding algorithm 
program, can meet the dynamic measurement requirements of the RC 
column with FRP tube. The measurement results are consistent with the 
actual displacement meter readings, demonstrating the effectiveness of 
the semantic image segmentation-based visual measurement system 
algorithm program. 

The result shows that the adoption of the two discussed visual 
measurement systems can either supplement or replace the contact- 
based displacement sensor measurement method, offering a non- 
contact measurement approach that can partially mitigate issues 
commonly associated with the physical contact-based measurement 
methods, such as sticking or exceeding the measurement range. The 
experiments conducted in this research have demonstrated that these 
two images segmentation-based visual measurement systems yield 
effective global measurement validation data and maintain reliable ac
curacy. The average relative errors of the two visual measurement 
methods for full-field deformation are 1.03 % and 0.44 %, respectively. 
While image noise and environment factors during visual measurement 
may introduce some errors, the overall correlation between the concrete 
deformation signal and the displacement sensor remains high, with a 
minimal overall measurement error, thereby assuring confidence in 
global visual measurement approach. 

The visual measurement method proposed in this work is not only 
applicable for global deformation analysis in axial compression experi
ments, but have great potential in extending its applicability to large- 
scale structures and buildings, and providing reliable data in complex 
dynamic environments. Moreover, it can provide reliable measurement 
data in complex dynamic environments. However, its performance may 
be influenced by lighting and environmental factors in extreme envi
ronments. Therefore, the selection of suitable image pre-processing al
gorithms and coefficients become crucial, as does determining the size 
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and position of filtering windows when occlusions occur. In a follow-up 
study, extending the dataset and following up with new models can help 
to build models with wider applicability and higher accuracy; The use of 
3D deformation monitoring allows for more complete deformation data 
as well as providing validation for out-of-place; when large scene mea
surements are encountered, simultaneous localization and mapping 
buildup measurements would be a solution. These considerations are 
essential for constructing a high-quality visual measurement model that 
remains effective under a variety of conditions. 
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